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Objectives

summarize basic and applied research

identify gaps in the literature

make applied recommendations



Ayllon & Azrin (1965)



Ayllon & Azrin token economy

• Adult patients in psychiatric setting

• Tokens earned for vocational or self-help skills

• Exchanged 3x per day for preferred activities 

• cigarettes, snacks, off-site passes 





Ayllon & Azrin token economy

• Launched applied token economies

• Other settings

• classrooms

• prisons

• clinics



Wolfe and Cowles (1930s)

• Poker chip tokens 

• Exchanged for preferred activities 
• food, social interaction 



species continuity



Jackson & Hackenberg (1996)



Jackson & Hackenberg (1996)

Different reinforcement systems







When procedures are made more similar, species differences 
are reduced or eliminated 



Token reinforcer

Terminal reinforcer



Token reinforcer

Terminal reinforcer



Functional taxonomy

• conditioned reinforcing functions

• motivational variables

• generalized reinforcing functions

• discriminative functions 

• aversive functions

• schedule variables



Functional taxonomy 





Do tokens function as conditioned reinforcers?

Reinforcement functions 

Wolfe (1936)



Moher et al. (2008)



Moher et al. (2008)

classroom setting 

adolescents with intellectual disabilities

established relations between tokens  
and HP and LP reinforcers

Do tokens function as conditioned reinforcers?



Moher et al. (2008)



Moher et al. (2008)



Are tokens sensitive to motivational conditions? 

Motivational variables



Food deprivation 

Wolfe (1936)



Water deprivation 

Wolfe (1936)



Moher et al. (2008)

Are tokens sensitive to motivational conditions? 

manipulated MO conditions 

satiation: pre-session access

deprivation: restricted pre-session access



Moher et al. (2008)



generalized reinforcement

conditioned reinforcers established as such via relations  
to two or more sources of reinforcement 



generalized reinforcement

conditioned reinforcers established as such via relations  
to two or more sources of reinforcement 

“The generalized reinforcer is useful because the  
momentary condition of the organism is not likely  
to be important.”  (Skinner, 1953, p. 77) 



Generalized reinforcers

• Less prone to satiation effects



exchange

specific tokens



exchange

generalized tokens



Moher et al. (2008)



food

water

gen



Tan & Hackenberg (2015)



Tan & Hackenberg (2015)

pigeons chose between token types

food vs water tokens

food vs generalized tokens

water vs generalized tokens

Closed economy



Tan & Hackenberg (2015)

Generalized tokens substitute for other reinforcers



Three-term contingency

tokens are part of extended sequence 
of behavior

discriminative functions

conditioned reinforcing (SR+)

discriminative (Sd)



Establishing tokens as reinforcers

Stimulus pairing

Three-term contingency



Holth et al.(2009) 



Holth et al.(2009) 

8 children w with autism 

stimulus pairing 
3-term contingency  

training joint attention skills 

compared two procedures



Holth et al.  
(2009) 



Recommendations:  

• Require an exchange response at the  
beginning of training to establish SR+ and Sd

• Use backward chaining to train the rest  
of the token-reinforcement sequence

• Use generalized reinforcers, including  
both edible and non-edible

• Restrict access to the terminal SR+ to  
enhance value  



Token reinforcement schedules 

• Token production schedule

How are when tokens are earned

• Token exchange schedule

How and when tokens are exchanged



token production
FR 1

Exchange schedule FR 3 Exchange



token production
FR 1

Exchange schedule FR 3 Exchange



Schedule types

• Ratio (worked-based)

• Interval (time-based)

FR 3: Exchange after 3 tokens 

FI 30: Exchange after the first token  
every 30 sec 



Kelleher (1958)



Kelleher (1958)

chimps, poker chip tokens exchanged for food 

FR token production varied

FR exchange held constant



FR schedules of token production



Phillips et al. (1971)



Phillips et al. (1971)

delinquent adolescents, group home setting 

reinforced deposits into a savings account

exchange periods every Friday



Phillips et al. (1971)



Waddell et al. (1972)



FI exchange schedules



• Fixed (certain)

• Variable (uncertain)

FR 3: Exchange after 3 tokens 

VR 3: Exchange after 6 tokens, on average 

Schedule types



Variable schedules generate  
high rates of behavior 



Foster et al. (2001)



Foster et al. (2001)

FR 50 token production

FR vs VR exchange production 

1, 2, 4, 8



Foster et al. (2001)



Preference for variable is widespread 



Mullane et al. (2017)



Mullane et al. (2017)

4th graders, classroom setting

FR 5 (certain) exchange

VR 5 (uncertain) exchange

students chose between

DV: math problem completion



Mullane et al. 2017

FR 5 vs VR 5/6



Applied recommendations

Which schedules should be used?

• Use variable rather than fixed schedules

• Use ratio rather than interval schedules



Which schedule should be changed first?

• Token production schedule

• Token exchange schedule



each token is exchanged for unit of terminal  
reinforcer

Token reinforcement schedule

correlation between tokens and reinforcer  
magnitude

Extended chain schedule

one reinforcer at end of chain 

tokens correlated with proximity to exchange  
but not reinforcer magnitude



Increase token exchange schedule
FR 1 PROD/FR 3 EXC

FR 3 PROD/FR 1 EXC

Increase token production schedule

Extended chain schedule



Increase token exchange schedule
FR 1 PROD/FR 3 EXC

FR 3 PROD/FR 1 EXC

Increase token production schedule

Token reinforcement schedule



Which schedule should be changed first?

Both give you the same behavior output 

Exchange schedule does it:

Recommendation:

increase the exchange schedule first  
and foremost

• at a lower unit price (token schedule)

• with additional tokens (chained schedule)



Aversive functions

Do token losses punish behavior?



Burchard & Barrera (1972)



Burchard & Barrera (1972)

adolescents with intellectual deficits

tokens earned for workshop tasks

antisocial behavior punished

low magnitude (5 tokens, 5 min) 

High magnitude (30 tokens, 30 min) 

compared token loss vs timeout



Burchard & Barrera (1972)

negative punishment 

• suppression by punishment?

• reduced rate of positive  
  reinforcement?



Raiff et al. (2008)



Gain only  

Gain+Loss 

Raiff et al. (2008)

Multiple schedule with 2 components

gain: VI 30 token production 
VR 4 exchange 

Two contingencies

loss: FR 2 token loss 

Yoked control



Gain only 

Gain+Loss 

Raiff et al. (2008)



Donaldson et al. (2014)



Compared token gain and token loss 

Participants: 1st-grade kids, typical development 

Setting: classroom 

Target behavior: on-task and disruptive behavior 

Donaldson et al. (2014)



Token gain



Token loss



\Choice



Donaldson et al. (2014)



What loss schedules to use?

Ratio schedules: high ratio of punished  
to unpunished behavior

Alternative response: provide non-punished  
option 

But…
too many losses will reduce SR+ rate 



What exchange (gain) schedules to use?

Ratio exchange: token losses increase  
exchange delays

Interval exchange: token losses do not necessarily  
affect exchange delays 



Does it matter whether tokens are earned?



…or provided freely?



Yes, it matters.. 

Tokens that are earned are:

more valued than free tokens

more aversive to lose than free tokens 



Recommendations

• Use interval-based gain schedules, if SR+ rate 
  is a concern

• Use response-dependent gain and loss schedules 

• Use dense/high-rate loss schedules

• Provide alternative (unpunished) alternative



economic considerations

create a robust economy

frequent exchanges

closed economy 



McLaughlin & Malaby (1972)



McLaughlin & Malaby (1972)

Classroom token economy 
4th-5th grade class 
entire academic year 

Academic subjects 
Spelling 
Language 
Math 
handwriting 



McLaughlin & Malaby (1972)

Points were exchanged for naturally occurring reinforcers



McLaughlin & Malaby (1972)

Baseline 
Traditional techniques used 

Staying after school to complete assignments 
Parent-teacher conferences 
Standard letter grades 

Token economy I 
Points for good academic performance & good behavior 
Fixed exchange every 5 days (Monday) 

Token economy II 
Variable exchange every 5 days on average (2-6 days) 

Quiet behavior 
Points for good behavior, but not for academic performance 

Token economy II 



McLaughlin & Malaby (1972)



Recommendations

• Include all behavioral programs in the  
token economy

• Restrict or reduce access to terminal reinforcers  
outside the sessions (closed economy) 



translational research



bidirectional translation
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