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Ayllon & Azrin (1968)

JUUBNAL OF [HE EAPERIMENTAL ANALYIES OF BENAVIOR vorune 8, xumrex 6 movenoes, 1965

HE MEASUREMENT AND REINFORCEMENT OF
BEHAVIOR OF PSYCHOTICS'

T. Avreon avp N, IL Azmn

ANNA STATE HOSPITAL

An attcmpt was made 1o strengthen behaviors of psychotics by applying operant reinforcement
primciplet in 2 mental hospital ward. ‘The behaviors studied were necessary and, or useful for
ihe paticot to function i the hospital cavironment, Reinforcement consated of the oppor
tunity to engage in activities that had 2 high level of occurrence when freely allowed Tokens
were used a3 conditionsd reintorcers 0 bridge the delay detwren behavior and reinforcoment.
Emplhasis wes placad om objective definition and quantifcation of the reapoases and reinforcers
ard upon programmirg and reenrding preerdures. Standardizing the objective eriteria per-
mitted ward atiendarts 1o adminisier the program. The procedures were found w be offective
in maintaining the doired adaptive brhaviers for as Jong as the procedures were in effect.
In a seres of six experimerts, reinfersed hehavins were oonsicerahly reduced when the rein- CRIZET CARD
forcement procedure was disoniiaved; the adaptive behavion inocasd inusediately whon
the reinforcement procedurce was re-intreduced.
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Ayllon # Azrin tolken economy

o Adull patients in psychiatric setting
e Tokens earhed for vocational or setfnhei.ro skeills

e Exchanged 3x per day for preferred activities

* cigarettes, snacks, off-site passes
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Ayllon # Azrin tolken economy

¢ Launched a\mai.ied. Folkken economies

o Other settings

e classrooms
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Wolfe and Cowles (1930s)

¢ Poler thip Foleeins

» Exchanged for preferred activities

e food, social interaction
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JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 1996, 66, 2949 NUMBER 1 (JuLY)

TOKEN REINFORCEMENT, CHOICE, AND
SELF-CONTROL IN PIGEONS

KEVIN JACKSON AND TIMOTHY D. HACKENBERG

UNIVERSITY OF FLORIDA

Pigeons were exposed to self~control procedures that involved illuminadon of light-emitting diodes
(LEDs) as a form of token reinforcement. In a discrete-trials arrangement, subjects chose between
one and three LEDs; each LED was exchangeable for 2-s access to food during distunct posttrial
exchange periods. In Experiment 1, subjects generally preferred the immediate presentadon of a
single LED over the delayed presentatdon of three LEDs, but differences in the delay to the exchange
period between the two options prevented a clear assessment of the relative influence of LED delay
and exchange-period delay as determinants of choice. In Experiment 2, in which delays to the
exchange period from either alternatve were equal in most conditions, all subjects preferred the
delayed three LEDs more often than in Experiment 1. In Experiment 3, subjects preferred the option
that resulted in a greater amount of food more often if the choices also produced LEDs than if they
did not. In Experiment 4, preference for the delayed three LEDs was obtained when delays to the
exchange period were equal, but reversed in favor of an immediate single LED when the latter
choice also resulted in quicker access to exchange periods. The overall pattern of results suggests
that (a) delay to the exchange period is a more critical determinant of choice than is delay to token
presentation; (b) tokens may function as conditoned reinforcers, although their discriminadve prop-
erties may be responsible for the self<control that occurs under token reinforcer arrangements; and
(c) previously reported differences in the self-conuol choices of humans and pigeons may have
resulted at least in part from the procedural conventions of using token reinforcers with human
subjects and food reinforcers with pigeon subjects.

Key words: choice, self-control, reinforcer amount, reinforcer delay, token reinforcement, key peck,

pigeons

Jackson & Hackenberq (1996)




Jackson & Hackenberq (1996)

Different reinforcement systems




JOURNAL OF THE EXPFRIMENTAL ANALYSIS OF BEHAVIOR 1996, 66, 2949 NUMBER | (JuLy)

T'OKEN REINFORCEMENT, CHOICE, AND
SELF-CONTROL IN PIGEONS
KEVIN JACKSON AND TiMOTHY D. HACKENBERG

JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2003, 79, 207-218 NUMBER 2 (MARCH)

DETERMINANTS OF PIGEONS’ CHOICES IN TOKEN-BASED
SELF-CONTROL PROCEDURES

TIMOTHY D. HACKENBERG AND MANISH VAIDYA

JRNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2010, 93, 27-44 NUMBER 1 (JANTUARY)

RISKY CHOICE IN PIGEONS AND HUMANS: A CROSS-SPECIES COMPARISON
Carra H. Lacorio aAnD TmmoTHY D). HACKENBERG
JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2012, 98, 4564 NUMRBER | (JULY)
SAVING THE BEST FOR I.LAST? A CROSS-SPECIES ANALYSIS OF CHOICES BETWEEN
REINFORCER SEQUENCES
LEONARDO . ANDRADE AND TIMOTHY D. IIACKENBERG

UNIVERSITY OF FLORIDA AND REED COLLEGE

Two experiments were conducted to compare choices between sequences of reinforcers in pigeon
(Experiment 1) and human (Experiment 2) subjects, using functionally analogous procedures. The
subjects made pairwise choices among 3 sequence types, all of which provided the same overall
reinforcerment rate, but differed in their temporal patterning. Token reinforcement schedules were
used in both experiments and the type of exchange schedule varied across blocks of sessions. Some




JRNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2010, 93, 27-44 NUMBER 1 (JANTARY)

RISKY CHOICE IN PIGEONS AND HUMANS: A CROSS-SPECIES COMPARISON
Carra H. Lacorio anp Tmoray D. HACKENBERG

UNIVERSITY OI' FTLORIDA

Pigcon and human subjccts were given repeated choicees between variable and adjusting delays to token
reinforcement that titrated in relation to a subject’s recent choice patterns. Indifference curves were
generated imder two different procedures: immediate exchange, in which a token earmned during each trial
was exchanged immediately for access to the terminal reinforcer (food for pigeons. video clips for
humans), and delaved exchange, in which tokens accumulated and were exchanged after 11 trials. The
former was designed as an analogue of procedures typically used with nonhuman subjects, the latter as
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Tolken reinforcer




winal reintorcer



Funckional Faxono Yy

o conditioned reinforcing functions

e wmokivational variables

o qeneralized reinforcing functions




Functional Faxono Yy

JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2009, 91, 257-286 NUMBER 2 (MARCH)

TOKEN REINFORCEMENT: A REVIEW AND ANALYSIS

JOURNAL OF APPLIED BEHAVIOR ANALYSIS 2018, 51, 393-435 NUMBER 2 (SPRING)

TOKEN REINFORCEMENT: TRANSLATIONAL RESEARCH AND
APPLICATION

TiMoTHY D. HACKENBERG

REED COLLEGE

The present paper provides an integrative review of research on token reinforcement systems,
organized in relation to basic behavioral functions and economic variables. This type of func-
tional taxonomy provides a useful way to organize the literature, bringing order to a wide range
of findings across species and settings, and revealing gaps in the research and areas especially ripe
for analysis and application. Unlike standard translational research, based on a unidirectional
model in which the analysis moves from laboratory to the applied realm, work in the area of
token systems is best served by a bidirectional interplay berween laboratory and applied research,
where applied questions inspire research on basic mechanisms. When based on and contributing
to an analysis, applied research on token economies can be on the leading edge of theoretical
advances, helping set the scientific research agenda.

Key words: behavioral economics, comparative analysis, review, token reinforcement, token
economy, translational research







Reinforcement functions

Do tokens function as conditioned reinforcers?

Wolfe (1936)




Behavioral Interventions

Behav. Intervent. 23: 13-38 (2008)

Published online in Wiley InterScience
(www.interscience.wiley.com) DOI: 10.1002/bin.253

NON-GENERALIZED AND GENERALIZED CONDITIONED
REINFORCERS: ESTABLISHMENT AND VALIDATION

Carly A. Moher, D. Daniel Gould*, Elisa Hegg and Amanda M. Mahoney
New England Center for Children, Northeastern University, Southboro, MA, USA

Conditioned reinforcers, or tokens, are frequently used in clinical settings; however, little applied
research has focused on establishing and validating their effectiveness. Following pairing of a novel
token with an edible reinforcer in the present study, preference and reinforcer assessments verified that
the tokens functioned as conditioned reinforcers. Results indicated that the tokens were established as
conditioned reinforcers that matched the reinforcer value of the primary reinforcers with which they had
been paired. The effects of motivating operations (MOs) on the effectiveness of these conditioned
reinforcers were then evaluated. Conditioned reinforcer effectiveness decreased during satiation
conditions. Subsequently it was found that increasing the number of backup reinforcers with which
the token was paired resulted in the effectiveness maintaining during satiation conditions. Copyright ©)
2008 John Wiley & Sons, Ltd.

Moher et al. (Roox)



Do tokens function as conditioned reinforcers?

Moher et al. (2oo%)

classroom setting

adolescents with intellectual disabilities
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Moktivational variables

Are tolkewns sensitive to motivational conditions?




Wolfe (1936)

Food ciepriva&wv\




Wolfe (1936)

Waker de privation




Are tolcens sensitive ko motivational condikions?

Moher et al. (Roo%)

mahilputa&ed MO condikions

sabtakion: pre—~sess£on acecess
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qgeneralized reinforcement

conditioned reinforcers established as such via relations
to kwo or more sources of reinforcement




qgeneralized reinforcement

conditioned reinforcers established as such via relations
to kwo or more sources of reinforcement




Generalized reinforcers

° Less prone to satiation effects




specific tokens

exchahge




generalized tokens

exchahge




Moher et al. (Roog)
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JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2015, 104, 296-314 NUMBER 3 (NOVEMBER)

PIGEONS’ DEMAND AND PREFERENCE FOR SPECIFIC AND GENERALIZED CONDITIONED
REINFORCERS IN A TOKEN ECONOMY

LAvINIA TAN AND TiMOTHY D. HACKENBERG

REED COLLEGE

Pigeons’ demand and preference for specific and generalized wkens was examined in a wken economy.
Pigeons could produce and exchange different colored tokens for food, for water, or for food orwater.
Token production was measured across three phases, which examined: (1) acrosssession price increases
(typical demand curve method); (2) withinsession price increases (progressive-rato, PR, schedule ); and
(3) concurrent pairwise choices between the token types. Exponential demand curves were fitted to the
response data and accounted for over 9% total variance. Demand curve parameter values, P, Oy and
a showed that demand was ordered in the following way: food tokens, generalized tokens, water tokens,
bothinPhase 1 and in Phase 3. Thissuggests that the preferences were predictable on the basis of elasticity
and response output from the demand analysis. P, and O,,, values failed to consistently predict
breakpouus and peak response rates in the PR schedules in Phase 2, however, suggesting limits on a
unitary conception of reinforcer efficacy. The patterns of generalized tokcn production and exchangein
Phase 3 suggest that the generalized tokens served as substinutes for the specific food and water tokens.
Taken together, the present findings demonstate the utility of behavioral economic concepts in the
analysis of generalized reinforcement.

Iu'y words: generalized conditioned reinforcement, token reinforcement, demand analysis, progressive
ratio schedules, concurrent schedules, behavioral economics, pigeons, key peck




Tan & Hackenberq (2015)

pigeons chose between token types

food vs water tokens

food vs qeneralized tolkens

water vs generalized tokens
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Tan & Hackenberq (20158)
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Greneralized tokens substitute for other reinforcers



discriminakive functions

tokens are part of extended sequence
of behavior

conditioned rei»\forcu«g (SR+)

discriminative (S4)

- Three-term contingency




Establishing tolens as reinforcers

Skinulus p&iri&xg

Three-term contingency
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EUHOPEAN JOURNAL UF BEHAVIOR ANALYSIS 2009,10, 143 -158 NUMBER Z (WINIER 2009)

An operant analysis of joint attention and the

establishment of conditioned social reinforcers

Per Holth, Monica Vandbakk, Jonny Finstad, Else Marie Gronnerud,

and Janne Mari Akselsen Sgrensen
Akershus University College

An operant analysis of joint atention skills suggests that conditioned sccial reinforcers play a crucial
mle mn Qh"plng anc m'llnr'llmng)nlnr artention Ql\ ”Q n r}’pl ﬂ”) dPVP Opl'\g hnman Alrhﬂllgh )mnr
attention responsc topographics can be established successfully in children with autism through con-
trived reinforcers, natural consequences may not maintain the behavior. Hence, treatment of joint at-
tention problems in children with zutism may require the establishment of natural social consequences
as conditioned reinforcers. The standard procecure for conditioning new reinforcers is the “pairing
prcced'.we.” However, clinical observations suggest that a pairing procedure may not be particuhrl)r
effective. The current study compared the “pairing procedure™ with an explicit operant discrimination
procedure. First, a praviously neutral stimulus was established as discriminzative stimulus for a response
thar produced a reinforcer, and then tested for conditicned reinforcer effects when belng presented
(‘nnrlnge"lr npon an 1r|‘)|rr1ry rfﬂ[‘ﬂ"lqﬂ erh no 1ddlf|ﬂn1| rnnrlngf'nr rﬂnfnrrem QPmnd ‘mnther
previvusly neuiral stimulus was repeatedly paired with a reinforcer, and then wested for conditioned
reinforcer effects as in the first procedure. Seven of the eigat children completed both sequences, and
five of these seven children emitted a markedly higher number of responses when stimuli established
as S were contingent upon them than when stimuli usad in the pairing procedure were response
contingent. For the sixth child. the differenca in favor of the SP prooedure was minor, whereas for the
last child, the difference was in the opposite direction. In sum, the results suggest that conditioned
reinforcers can be more effectively established through the discriminative stimulus procedure than
through simple pairing with 2n unconditioned reinforcer. Possible implications for jeint attention
teaching pl’OCEdl.'.l'ES are diSCl.lSSCd.

Keywords: Jointamenton, conditioned reinforcers, pairing, operant discrimination, operanc znalysis.

Holth etk al.(2009)



Holkh et al.(2009)

% children w with aukism
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Recommendabions:

* Reskrickt access to the terminal SR+ ko
enhanece value

e Use qeneralized reinforcers, including
both edible and non-edible

° Require an exchange response at the
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Token reinforcement schedules

o Tolken pradu&&iou schedule

How are when Folcens are earmned

o Token exchange schedule
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Schedule Etjpes

o Ratio (worked-based)

FR 3: Exchange after 3 tolkens

o Interval (time-based)

F1 30: Exchanqge atter the

‘fi.r_s& tolcen

_____




FIXED-RATIO SCHEDULES OF CONDITIONED
REINFORCEMENT WITH CHIMPANZEES'

ROGERT. KELLEHER?

YERKES LABORATORIES OF PRIMATE BIOLOGY

In earlier studies of conditioned reinforcement, I investigated both fixed-interval

and multiple schedules with fixed-interval and fixed-ratio components (2, 3, 4).
These studies demonstrated several similarities between the characteristics of be-
havior maintained by conditioned reinforcers and behavior maintained by food
reinforcers. However, one consistent difference was found in the general trend
toward higher response rates as the time approached when the conditioned rein-
forcers could be exchanged for food. The purpose of this experiment was to extend
the results of these earlier studies by elucidating the characteristics of performance
maintained by fixed-ratio schedules of conditioned reinforcement.

Kelleher (195%)
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chimps, poker chip tokens exchanged for food

FR Eolken Produa&wvx varied

FR exchange held constant
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FR schedules of token production



JOURNAL OF APPLIED BEHAVIOR ANALYSIS 1971, 4, 45-59 NUMBER 1 (spriNG 1971)

ACHIEVEMENT PLACE: MODIFICATION OF THE
BEHAVIORS OF PRE-DELINQUENT BOYS
WITHIN A TOKEN ECONOMY"23

ELErY L. PHILLIPS, ELAINE A. PHILLIPS,
DeEaAN L. Fixsen, AND MoNTROSE M. WoOLF

UNIVERSITY OF KANSAS

The “pre-delinquent” behaviors of six boys at Achievement Place, a community based
family style behavior modification center for delinquents, were modified using token
(points) reinforcement procedures. In Exp. I, point losses contingent on each minute late
were effective in producing promptness at the evening meal. During the reversal phase,
threats (which were not backed up with point losses) to reinstate the point consequences
initially improved promptness but the last two of five threats were ineffective. In Exp. II,
point consequences effectively maintained the boys' room-cleaning behavior and, during a
fading condition where the percentage of days when the contingency occurred was de-
creased, the point consequences remained effective for over six months, even when they
were delivered on only 8%, of the days. Experiment III showed that the boys saved con-
siderable amounts of money when point consequences were available for deposits but
saved little money when no points were available. Also, when points were given only for
deposits that occurred on specific days the boys deposited their money almost exclusively
on those days. In Exp. IV, point consequences contingent on the number of correct answers
on a news quiz produced the greatest increase in the percentage of boys who watched the
news and, to a lesser extent, increased the percentage of correct answers for the boys who
watched the news. The results indicate that “pre-delinquent” behaviors are amenable to
modification procedures and that a token reinforcement system provides a practical means
of modifying these behaviors.

Phillips ek al. (1971)




Phillips et al. (1971)

delinquent adolescents, group home setting

reinforced deposits into a savings account

exchange periods every Friday
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Waddell et al. (1972)
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Schedule types
e Fixed (certain)
FR 3: Exchange after 3 tolkens

e Variable (uncertain)
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Variable schedules generate
high rates of behavior




JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2001, 76, 159-178 NUMBER 2 (SEFTEMBER)

SECOND-ORDER SCHEDULES OF TOKEN
REINFORCEMENT WITH PIGEONS: EFFECTS OF
FIXED- AND VARIABLE-RATIO EXCHANGE SCHEDULES

THERESA A. FOSTER, TIMOTHY D. HACKENBERG, AND MANISH VAIDYA

UNIVERSITY OF FLORIDA

Pigeons’ key pecks produced food under second-order schedules of token reinforcement, with hight-
emitting diodes serving as token reinforcers. In Experiment 1, tokens were earned according to a
fixed-ratio 50 schedule and were exchanged for food according to either fixed-ratio or variable-ratio
exchange schedules, with schedule type varied across condidons. In Experiment 2, schedule type
was varied within sessions using a muluple schedule. In one component, tokens were earned ac-
cording to a fixed-rado 50 schedule and exchanged according to a variableratio schedule. In the
other component, tokens were earmmed according to a variable-ratio 50 schedule and exchanged
according to a fixed-rado schedule. In both experiments, the number of responses per exchange
was varied paramerrically across condidons, ranging from 50 to 400 responses. Response rates de-
creased systematdcally with increases in the fixed-ratdo exchange schedules, but were much less af-
fected by changes in the variable-ratio exchange schedules. Response rates were consistently higher
under variable-ratio exchange schedules than under comparable fixed-rado exchange schedules,
especially at higher exchange rados. These response-rate differences were due both to greater pre-
ratio pausing and to lower local rates under the fixed-ratio exchange schedules. Local response rates
increased with proximity to food under the higher fixedratio exchange schedules, indicative of
discriminadve conwrol by the tokens.

Key words: fixed-rado schedules, variable-ratio schedules, second-order schedules, token reinforce-
ment, behavioral units, key peck, pigeons
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Foster ek al.




Foster eb al. (2001)

FR 50 kolken Prodw&mn

FR vs VR exchange production

1, 2, 4, %
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JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 2017, 107, 161175 NUMBER 1 (JANUARY)

CHILDREN'S PREFERENCE FOR MIXED- VERSUS FIXED-RATIO SCHEDULES
OF REINFORCEMENT: A TRANSLATIONAL STUDY OF RISKY CHOICE

MicHAEL P. MurLANE, BrRiIAN K. MARTENS, EMmiLy L. BAXTER, AND DANICA VER STEEG

SYRACUSE UNIVERSITY

Laboratory research has shown that when subjects are given a choice between fixed-ratio and bi-valued
mixed-ratio schedules of reinforcement, preference typically emerges for the mixed-ratio schedule even
with a larger ratio requirement The current study sought w replicate and extend these findings w chil-
dren’s math problem completion. Using an ABCBC reversal design, four fourth-grade students were
given the choice of completing addition problems reinforced on either a fixed-ratio 5 schedule or one
of three mixed-ratio schedules; an equivalent mixed-ratio (1, 9) schedule, a mixed-ratio (1, 11) sched-
ule with a 20% larger ratio requirement, and an equally lean mixed-ratio (5, 7) schedule without the
small fixed-ratio 1 component. This was followed by a reversal back to the preceding phase in which
preference for the mixed-rato schedule had been observed, and a final reversal back to the mixed-ratio
(5, 7) phase. Findings were consistent with previous research in that all children preferred the mixed-
ratio (1, 9) schedule over the equivalent fixed-ratio 5 schedule. Preference persisted for the leaner
mixed-ratio (1, 11) schedule for three of the four children. Indifference or preference for the fixed-
ratio 5 altemative was observed in phases containing the mixed-ratio (5, 7) schedule. These results
extend previous research on risky choice to children’s math problem completion and highlight the
importance of a small ratio component in the emergence of preference for bivalued mixed-ratio sche-
dules. Implicaions of these resuls for amanging reinforcement w increase children’s academic
responding are discussed.
Key words: risky choice, mixed-ratio schedules, math problem completion, children




Mullane et al, (2017)

4th graders, classroom setting
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APFLL@A recommendabions

Which schedules should be used?

¢ Use rakio rakher Ehawn inkerval schedules




Which schedule should be changed first?

¢ Tolken Pradud:iov\ schedule

o Token exchange schedule




Token reinforcement schedule

each tolken is exchanged for unit of terminal
reinforcer

correlation between tokens and reinforcer
maghitude




Exbtended chain schedule

Increase token exchange schedule
FR 1 PROD/FR 3 £XC

.0 0 ¢

Increase kolken produc&icm schedule

T" it P




Token reinforcement schedule

Increase token exchange schedule
FR 1 PROD/FR 3 EXC

Increase kolken pruduc&wv\ schedule
FR 3 PROD/FR 1 EXC

A



Which schedule should be changed first?

Both give you the same behavior auEpu,&
Exchange schedule does it:
* ot o lower unit price (tolken schedule)

o with additional tokens (chained schedule)

J-__-




Aversive ﬂfu_w& Lons

Do token losses punish behavior?




JOURNAL OF APPLIED BEHAVIOR ANALYSIS 1972 5, 271-282 NUMBER 3 (FALL 1972)

AN ANALYSIS OF TIMEOUT AND RESPONSE COST IN A
PROGRAMMED ENVIRONMENT?

JOHN D. BURCHARD AND FRANCISCO BARRERA

UNIVERSITY OF VERMONT AND UNIVERSITY OF NORTH CAROLINA

A group of mildly retarded adolescents with high rates of antisocial behavior was ex-
posed to two parameters of timeout and response cost within the context of a pro-
grammed environment. For five of the six subjects, the two higher values (30 tokens
response cost or 30 min timeout) were significantly more suppressive than the lower
values (five tokens or 5 min). For the one remaining subject, there was a strong rela-
tionship in the opposite direction. Also, the timeout and response cost of higher value
became increasingly more suppressive over time, whereas those of lower value did not.
There were few appreciable differences between the timeout and response cost of similar
magnitude. A discussion of these results is presented in support of the notion that the
functional aversiveness of timeouts (and response costs) appears to be critically de-
pendent upon interactions with the environmental conditions in which they are imple-
mented and the reinforcement histories of the subjects.




Burchard & Barrera (1972)

adolescents with intellectual deficits

tokens earned for workshop tasks

antisocial behavior puv\i,shed




Burchard # Barrera (1972)

neqgative Fuméshm@&

° suppression bj pw\ishmemﬁ?

o reduced rate of positive
reinforcement?

Fig. 4. Total frequency of timeouts per successive
16-day blocks for each of the four experimental
procedures.




Learning & Behavior
2008, 36 (1), 29-41
dot: 10.37581.8.36.1.29

Response-cost punishment with pigeons: Further
evidence of response suppression via token loss

BETHANY R. RAIFF, CHRISTOPHER E. BuLLOCK, AND TiIMOTHY D. HACKENBERG
University of Florida, Gainesville, Florida

Four pigeons responded on a two-component multiple token-reinforcement schedule, in which tokens were
produced according to a random-interval 30-sec schedule and exchanged according to a variable-ratio 4 sched-
ule in both components. To assess the effects of contingent token loss, tokens were removed after every second
response (1.e., fixed-ratio 2 loss) in one of the components. Response rates were selectively lower in the loss
components relative to baseline (no-loss) conditions, as well as to the within-condition no-loss components. Re-
sponse rates were decreased to a greater degree in the presence of tokens than in their absence. To control for the
effects of changes in the density of token and food reinforcement, two parts consisted of additional conditions
where food density and token loss were yoked to those in a previous loss condition. In the yoked-food condition,
tokens were produced as usual in both components, but the overall density of food reinforcement in one of the
components was yoked to that obtained during a previous token-loss condition. In the yoked token-loss condi-
tion, tokens were removed during one component of the multiple schedule at a rate that approximately matched
the obtained rate of loss from a previous token-loss condition. Response rates in these yoked components were
less affected than those in comparable loss components, despite similar densities of token, exchange, and food
reinforcement. On the whole, the results support the conclusion that contingent token loss serves as an effective
punisher with pigeons.

Raiff et al. (Roow)
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EFFECTS OF AND PREFERENCE FOR CONDITIONS OF TOKEN EARN
VERSUS TOKEN LOSS

JEANNE M. DONALDSON

TEXAS TECH UNIVERSITY

Iser G. DELEON

KENNEDY KRIEGER INSTITUTE AND THE JOHNS HOPKINS UNIVERSITY SCHOOL OF MEDICINE

Aryssa B. FISHER

KENNEDY KRIEGER INSTITUTE
AND

SunGWoo KAHNG

KENNEDY KRIEGER INSTITUTE AND THE JOHNS HOPKINS UNIVERSITY SCHOOL OF MEDICINE

The effects of eaming and losing tokens on the disruptive behavior of 12 first-grade students were
evaluated under symmetrical contingencies of earn and loss. Both contingencies produced decreases
in disruptive behavior. For some participants, more consistent decreases were observed during
the loss contingency. In addition, participants generally eamed or kept more tokens during the
loss contingency. When offered a choice of contingencies, most participants preferred the loss
contingency. The results showed some consistency with behavioral economic principles of loss
aversion and the endowment effect.
Key words: positive reinforcement, response cost, tokens, loss aversion

Downaldson et al. (Ro14)




Donaldson et al. (2014)

Compared tokken gain and token Loss

Participants: lst-grade kids, typical devetopmeh&

Setting: classroom




Token gain




Tolkkewn Lloss







Downaldson et al. (2014)
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What Lloss schedules to use?

Ratio schedules: high ratio of punished
to uhpunisheci behavior

*

Buk...

oo nmany losses will reduce SR+ rate




What exchange (gain) schedules to use?

Rakio exchange: Fokken Losses nerease
exchange delays

Y S

Interval exchange: tolken losses do not necessaritv
affect exchange delays




Does ik matbter whether tolkkens are earned?




...or provided Afreetj?




Yes, ik matters..

Tolkewns Ehat are earned are:

more valued than free bokens

more aversive to lose than free bokens




Recommendations

e Use dense/high-rate Lloss schedules
¢ Provide alkernakive (us«[mv\&shed) albternative

e Use interval-based qain schedules, if SR+ rate
LS a conceri
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economic considerakions

ereabke a robusk economy

frequent exchanges

closed economy
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INTRINSIC REINFORCERS IN A
CLASSROOM TOKEN ECONOMY!

THOMAS F. MCLAUGHLIN AND JOHN MALABY

SPOKANE SCHOOL DISTRICT 81
AND EASTERN WASHINGTON STATE COLLEGE

An inexpensive, easily managed token economy was used in a normal classroom for one
academic year, and data were collected for the entire academic performance in spelling,
language, handwriting, and math for that year. During a baseline period, assignment
completion was variable. The introduction of a token economy with a point exchange
every five days increased assignment completion and decreased variability of perform-
ance. An application of a token economy that had a point exchange averaging four
days was accompanied by an assignment completion rate that approximated 1009%,. A
reinforcement contingency for which quiet behavior rather than for assignment com-
pletion was eased quiet behavior was accompanied by a marked diminution of assignment
completion. A reintroduction of the token reinforcement for assignment completion
system increased assignment completion again.




McLaughlin & Maiabj (1972)

Classroom btoleen economy

4th—gth grade class
entire academic year

Academic subjects
SF?QLLEMS
Lanquage
Math




McLaughlin & Malabj (1972)

Table 2
Weekly Privileges

Price in Points
Privilege Sixth Fifth®

Sharpening pencils 20 13
Seeing animals 30 25
Taking out balls 5 3
Sports 60 40
Special writing on board 20 16
Being on a committee 30 25
Special jobs 25 15
Playing games 5
Listening to records 5
Coming in early 10
Seeing the gradebook p.
Special projects 25

Points were exchanged for naturally occurring reinforcers



McLaughlin & Matabvj (1972)

Baseline
Traditional techniques used
Staying after school to complete assignments
Parent-teacher conferences
Standard letter grades

Token economy I
Points for good academic performance & good behavior
Fixed exchange every § days (Monday)




Mclaughlin . M&La\bv (1972)
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Recommendations

e Restrict or reduce access to terminal reinforcers
oubside the sessions (closed econamv)

¢ Include all behavioral programs in the
token economy

_____
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bidirectional Eranslakion
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